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Abstract. In the internet and smart devices era, malware detection has become crucial
for system security. Obfuscated malware poses significant risks to various platforms, including
computers, mobile devices, and 10T devices, by evading advanced security solutions. Traditional
heuristic-based and signature-based methods often fail against these threats. Therefore, a cost-
effective detection system was proposed using memory dump analysis and ensemble learning
techniques. Utilizing the CIC-MalMem-2022 dataset, the effectiveness of decision trees, gradient-
boosted trees, logistic Regression, random forest, and LightGBM in identifying obfuscated
malware was evaluated. The study demonstrated the superiority of ensemble learning techniques in
enhancing detection accuracy and robustness. Additionally, SHAP (SHapley Additive exPlanations)
and LIME (Local Interpretable Model-agnostic Explanations) were employed to elucidate model
predictions, improving transparency and trustworthiness. The analysis revealed vital features
significantly impacting malware detection, such as process services, active services, file handles,
registry keys, and callback functions. These insights are crucial for refining detection strategies and
enhancing model performance. The findings contribute to cybersecurity efforts by comprehensively
assessing machine learning algorithms for obfuscated malware detection through memory analysis.
This paper offers valuable insights for future research and advancements in malware detection,
paving the way for more robust and effective cybersecurity solutions in the face of evolving and
sophisticated malware threats.
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1. Introduction. In the rapidly evolving digital era, malware continues
to be a severe and prevalent threat to computer systems worldwide. Windows
operating systems, in particular, are frequent targets due to their extensive
user base and the variety of vulnerabilities that malicious actors can exploit.
Malware can lead to severe consequences, including data theft, system damage,
and financial loss, necessitating robust detection mechanisms to safeguard
systems and users. The ongoing battle between malware distributors and
the extensive efforts mobilized for malware detection persists, driven by
the destructive potential of malware. This includes significant financial
losses, disruption of critical services, and even human casualties in critical
infrastructures such as SCADA. Cybercriminals leverage malware as a weapon
due to its capacity to inflict widespread harm and chaos [1].

Traditional signature-based methods, which rely on identifying known
malware signatures, have proven insufficient in the face of new and sophisticated
malware variants. These methods often fail to detect novel threats and zero-day
attacks that lack predefined signatures. As a result, the focus has shifted
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towards machine learning and behavioral-based detection approaches, which
offer the potential to identify previously unseen malware by analyzing patterns
and behaviors indicative of malicious intent [2]. This shift is driven by
the increasing complexity and obfuscation techniques employed by malware
authors, making static analysis methods less effective [3].

On the other hand, dynamic analysis involves executing the software
in a controlled environment, such as a sandbox, to observe its behavior and
interactions with the system. This method can detect malware that evades
static analysis by monitoring runtime behavior, including network activity, file
modifications, and registry changes. The strength of dynamic analysis lies in
its ability to identify zero-day threats and polymorphic malware. However, it
is resource-intensive and time-consuming, requiring a secure environment to
execute potentially harmful software. Additionally, sophisticated malware can
detect when it is running in a sandbox and alter its behavior to avoid detection,
reducing the effectiveness of dynamic analysis [4].

Machine learning-based malware detection leverages the power of
statistical analysis and pattern recognition to detect malicious activities in real
time. Techniques such as ensemble methods, which combine multiple machine
learning models, have shown significant promise in enhancing detection
accuracy and robustness. By integrating the strengths of various base classifiers,
ensemble techniques can improve detection performance and reduce false
positives, making them a valuable tool in the fight against malware [5]. Recent
studies have demonstrated the effectiveness of various machine learning and
deep learning approaches in malware detection, highlighting the need for
continual advancement in this field [6-8].

Moreover, profound and self-supervised learning advancements have
opened new avenues for malware detection. Techniques such as Convolutional
Neural Networks (CNNs) and Recurrent Neural Networks (RNNs) have shown
potential in identifying complex patterns within large datasets, improving
detection rates for previously unseen malware [4]. Self-supervised learning
approaches, which do not require large labeled datasets, offer promising
solutions for developing efficient and scalable malware detection systems [9].

Despite these advancements, challenges remain in deploying
machine learning-based malware detection systems. Issues such as model
interpretability, adversarial attacks, and the need for large labeled datasets
must be addressed to ensure the effectiveness and reliability of these systems in
real-world scenarios. Research efforts continue to explore innovative solutions
to these challenges, aiming to develop more robust and adaptable malware
detection frameworks [10,11].
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The primary objectives and contributions of this paper can be
summarized as follows:

Interpretability of Model Predictions: To enhance the interpretability of
our model predictions, we employ SHapley Additive exPlanations (SHAP) and
Local Interpretable Model-agnostic Explanations (LIME). These techniques
elucidate the contribution of various system and process-related features to the
model predictions, improving transparency and trustworthiness.

Identification of Key Features: Our study identifies vital features
that significantly impact malware detection, such as the number of process
services, active services, file handles, registry keys, and callback functions.
Understanding these features helps refine detection strategies and improve
model accuracy.

Future Research Directions: The paper outlines future research
directions, including exploring deep learning models, real-time detection
systems, dataset expansion, and the integration of behavioral analysis. These
directions aim to advance the field of malware detection further and enhance
the robustness of detection systems.

The remainder of this paper is structured as follows: Section 3 reviews
related works in the field of malware detection, discussing previous studies and
their methodologies. Section 4 details the dataset and the machine learning
models used in the analysis. In contrast, section 5 presents the results, including
the performance metrics of different models and the explainability results
using SHAP and LIME to understand the model predictions. Finally, section 6
describes the conclusion and outlines future research directions, summarizing
the essential findings and suggesting areas for further investigation.

2. Problem statement. Malware continues to pose a significant threat
to Windows operating systems, exploiting the extensive user base and diverse
vulnerabilities. Traditional heuristic and signature-based detection methods are
increasingly inadequate against sophisticated threats, particularly obfuscated
malware designed to evade detection by altering its appearance and behavior.
This study aims to develop a robust, cost-effective system for detecting
obfuscated malware using memory dump analysis and ensemble learning
techniques. By evaluating machine learning algorithms on the CIC-MalMem-
2022 dataset and employing SHAP and LIME for model interpretability, this
research seeks to enhance detection accuracy, robustness, and transparency in
malware detection.

The study utilizes ensemble learning techniques, including methods
such as Random Forest, Gradient Boosting, and LightGBM, known for their
robustness in handling complex datasets and their ability to generalize well
across various conditions. Robustness is ensured through the use of ensemble
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methods, which reduce the likelihood of overfitting by aggregating predictions
from multiple models, thus enhancing the stability and reliability of the
system. Cost-effectiveness is a key consideration in the selection of models
and the design of the system. By leveraging memory dump analysis — a
method that focuses on analyzing snapshots of system memory — we reduce
the computational overhead associated with real-time monitoring and analysis.
Additionally, the choice of LightGBM, known for its efficiency in both training
time and memory usage, further contributes to the cost-effectiveness of the
system. This approach allows for the deployment of the detection system in
environments with limited computational resources, making it practical for
widespread use.

3. Related work. Several studies, drawing from IEEE Xplore, Web
of Science, and Scopus databases,, have focused on applying machine
learning and deep learning techniques in the field of malware detection
and adversarial attack mitigation [12-32]. In particular, some studies
focus on leveraging machine learning models to enhance malware detection
capabilities while addressing the vulnerabilities posed by adversarial attacks
[13,15,17,18,20,22,23,26,27,29-31]. These efforts include the development
of frameworks like EvadeDroid [12], which applies a practical evasion attack
on Android malware detectors, and MEME [13], a model-based reinforcement
learning algorithm designed to create adversarial malware capable of bypassing
detection systems. Additionally, other works have explored the use of deep
learning architectures, such as convolutional neural networks (CNNs) and
recurrent neural networks (RNNs), to classify malware based on various
features, including API call sequences and syscall subsequences, as seen in
studies focusing on these methods [18-20,22,31]. These approaches not only
demonstrate the effectiveness of machine learning in identifying malware but
also highlight the challenges posed by adversarial examples, necessitating the
development of robust defense mechanisms, such as adversarial training and
randomized smoothing techniques, to safeguard these systems.

A novel opcode-based methodology that leverages multiple behavioral
target variables to enhance static malware classification was proposed by
the authors in [6]. Their methodology’s robustness against random opcode
injection attacks was validated on the AMDArgus and MOTIF datasets,
achieving superior mean classification accuracy and F1 scores compared to
other convolution-based architectures. While the proposed opcode-based
malware classification approach shows promise, it also has some limitations.
One significant drawback is the assumption that all weak target variables are
independent, neglecting the potentially complex relationships between them.
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This simplification might limit the model’s effectiveness in capturing nuanced
patterns in the data.

A novel malware detection scheme for Smart IoT environments called
Mal3S, which leverages a multi-spatial pyramid pooling network, was suggested
by the authors in [3].Their approach involves static analysis to extract features
such as bytes, opcodes, API calls, strings, and dynamic link libraries (DLLs).
These are then converted into images of different sizes for training the SPP-
net model. Evaluating Mal3S on three malware datasets, they achieved an
average detection accuracy of 98.02% and a classification accuracy of 98.43%,
outperforming existing techniques. This method also demonstrated effective
generalization capabilities across different types of malware. However, the
approach’s reliance on static analysis means it might struggle to detect malware
that extensively obfuscates its code or dynamically modifies its behavior.
Future work could explore integrating dynamic analysis techniques to address
these limitations and enhance detection accuracy.

The approach for malware classification using self-supervised learning,
named MalSSL, was suggested in [4], addressing the challenges of requiring
large labeled datasets. MalSSL utilizes image representation, contrastive
learning, and data augmentation to classify malware without needing labeled
data. The model is first trained on an unlabeled Imagenette dataset as a pretext
task and then retrained on an unlabeled malware dataset for downstream
tasks, including malware family and benign classification. The results show
an accuracy of 98.4% for the malware family classification on the Malimg
dataset and 96.2% for the malware and benign classification on the Maldeb
dataset, outperforming other self-supervised methods. However, the reliance
on pretraining with a dataset like Imagenette might limit its adaptability to more
diverse or complex malware datasets. Future work could explore enhancing the
model’s adaptability and testing its efficacy on varied and evolving malware
datasets.

A comparative performance analysis of malware detection algorithms
based on various texture features and classifiers was suggested by the authors
in [10] to address challenges. Their method includes four stages: converting
malware to grayscale, extracting features using segmentation-based fractal
texture analysis (SFTA), Local Binary Pattern (LBP), Haralick, Gabor, and
Tamura, classifying with Gaussian Discriminant Analysis (GDA), k-Nearest
Neighbor (KNN), Logistic, Support Vector Machines (SVM), Random Forest
(RF), and Extreme Learning Machine (Ensemble), and evaluating the results.
The study used the Malimg imbalanced and MaleVis balanced datasets to
assess classifier performance and feature effectiveness. Results indicated that
KNN outperformed other classifiers in accuracy, error, F1, and precision, with
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SVM and RF as runners-up. Gabor performed better in MaleVis, while SFTA
excelled in the Malimg dataset. The SFTA-KNN and Gabor-KNN methods
achieved 96.29% and 98.02% accuracy, respectively, surpassing current state-
of-the-art approaches. However, the study relied on specific feature extraction
methods and comparative analysis using balanced and imbalanced datasets,
revealing that balanced datasets significantly improved accuracy and precision
while reducing error compared to imbalanced datasets.

The application of several machine-learning algorithms to build a
malware detection model for Android systems was suggested by the authors
in [11]. Traditional methods of detecting malware using anti-virus software
often fall short due to the rapid increase in applications and potentially
embedded advertisements or unwanted software. To address this, the authors
developed unweighted and weighted models to handle unbalanced data. Their
experiments indicated that the weighted random forest model achieved the
best performance with an accuracy of 98.94%. However, the study primarily
focuses on static analysis and may not account for dynamically changing
malware behaviors. Future research could explore incorporating dynamic
analysis techniques to enhance detection capabilities further.

A cost-effective obfuscated malware detection system, utilizing diverse
machine-learning algorithms through memory dump analysis, was proposed by
the authors in [33]. The research focused on the CIC-MalMem-2022 dataset,
simulating real-world scenarios to evaluate the effectiveness of decision trees,
ensemble methods, and neural networks in detecting obfuscated malware.
Despite the balanced nature of the dataset, with equal malware and benign
samples (50%), the authors highlight the application of undersampling and
oversampling methods to address potential imbalances within specific malware
categories. However, in real-world scenarios, these methods often do not have
a positive impact, as they can lead to overfitting or underfitting, reducing the
model’s generalizability.

Common problems in malware detection research include the over-
reliance on static analysis, which struggles against malware with dynamic
behavior or advanced obfuscation techniques, and the frequent issue of
imbalanced datasets that lead to overfitting or underfitting in models.
Simplifying complex relationships between features by assuming their
independence can result in models that miss intricate patterns, reducing
classification accuracy. Additionally, the use of specific feature extraction
methods may limit the generalizability of models to different types of malware.
Pretraining with non-malware-specific datasets further hampers adaptability,
underscoring the need for integrating dynamic analysis techniques, enhancing
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dataset diversity, and capturing interdependencies more effectively in future
research.

4. Methodology. Dataset description. The CIC-MalMem-2022
dataset [34], used for this study, comprises memory dumps categorized
into four classes: benign, spyware, ransomware, and trojan. Detailed memory
features such as process counts, threads, handles, and DLLs are extracted,
which help identify malicious patterns. The dataset is balanced, with a total of
58,596 records. Specifically, it includes 29,298 benign records (50%), 10,020
spyware records (17.1%), 9,791 ransomware records (16.7%), and 9,487 trojan
records (16.2%).

It is important to note that this is a multiclass classification problem
rather than a binary classification task. The distribution of classes reflects a
realistic scenario where benign processes are more common, while the various
types of malware are less prevalent. This class imbalance (50% benign and the
remaining 50% distributed among the three types of malware) adds complexity
to the classification task and aligns with real-world situations where malware
constitutes a smaller, yet significant, portion of system processes.

Enviromental setup. Our analysis and modeling experiments were
conducted using the robust Dataiku platform with advanced data analytics and
machine learning capabilities. Dataiku offers a comprehensive suite of tools
for data preparation, feature engineering, model development, and evaluation,
making it an ideal environment for our research. For this study, we utilized
Dataiku version 10.0.5 (licensed), with the notebook server running version
5.4.0-dku10.0-0 and Python 3.6.8.

Model description. In this section, we delve into the machine learning
models employed in this study, examining their fundamental principles, loss
functions, activation functions, and mathematical formulations. We also
discuss each model’s strengths, weaknesses, and limitations, providing a
comprehensive understanding of their capabilities in the context of obfuscated
malware detection.

Decision Tree. Decision Trees are used for classification tasks by
recursively splitting the data into subsets based on input feature values. The
split criterion, typically Gini impurity or entropy, evaluates the quality of splits.
Gini impurity is shown in Equation 1.

Gini =Y pi(1—pi). (1)
=1

In this formula, n represents the total number of classes, and p; is the
probability of an element being classified to class <.
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Entropy is shown in Equation 2:

Entropy = = _ pilog(pi)- ()

i=1

Strengths include interpretability and ease of implementation, while
weaknesses involve susceptibility to overfitting and poor performance on
complex datasets [35].

Gradient Boosted Trees. Gradient Boosting builds models sequentially,
correcting the errors of previous models. It minimizes a specified loss function
using gradient descent. The loss function is shown in Equation 3:

n

Lin(y, F(2)) = > Li, Fo1(20) + v - o (24)). 3)

=1

This formula represents the loss function used in gradient boosting,
where L, (y, F(x)) is the loss for each instance 4, y; is the actual value,
F,,—1(x;) is the prediction from the previous iteration, v is the learning rate,
and h,, (x;) is the new model to be added.

Strengths include high accuracy and robustness against overfitting,
while weaknesses include longer training times and complexity in tuning
hyperparameters [36].

LightGBM. LightGBM (Light Gradient Boosting Machine) is designed
for speed and performance, using a histogram-based approach to find the best-
split points, reducing memory usage and increasing training speed. Histogram-
based decision tree learning is shown in Equation 4:

n_ o2

a=> % )

where n is the number of instances, g; is the gradient of the loss function
concerning the prediction, for example, 7, and h; is the Hessian (second
derivative) of the loss function concerning the prediction for instance .
Strengths include high accuracy, scalability, and efficiency, while
weaknesses might involve sensitivity to hyperparameter settings [37].
Logistic Regression. Logistic Regression models the probability of a
binary classification by applying the logistic function to a linear combination
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of input features. The logistic function has the following form:

1

P(y = 1|I) = 1+ e—(ﬂo+ﬁ1x1+[32$2+“'+ﬁn$n)7

®)

where P(y = 1|x) is the probability of the binary outcome y being one given
the input features x. The expression By + S121 + Bexa + -+ + Bpy, is a
linear combination of the input features x1, x2, . . . , x,, with their respective
coefficients Sy, 81, 52,..., 0. The logistic function (sigmoid function)
transforms this linear combination into a probability value between 0 and 1.

Strengths include simplicity and interpretability, while weaknesses
involve limitations in handling non-linear relationships [38].

Random Forest. Random Forest constructs multiple decision trees
during training and outputs the mode of the classes (classification) or mean
prediction (Regression) of the individual trees. The Random Forest algorithm
is shown in Equation 6:

. 1 E
Fa)= 5D folo). (©)

b=1

Here, f (z) is the final prediction, B is the number of individual models
in the ensemble, and f,(z) is the prediction of the b-th individual model. The
ensemble prediction is obtained by averaging the predictions of all individual
models.

Strengths include robustness and reduced overfitting, while weaknesses
involve complexity and longer training times for large datasets [35].

XGBoost. XGBoost (Extreme Gradient Boosting) is an optimized
gradient boosting library for high efficiency, flexibility, and portability. It uses
a more regularized model formalization to control overfitting. The regularized
objective is shown in Equation 7:

n K

LO) = i) + Y Q). (7)

i=1 k=1

In this formula, L(6) represents the total loss, where the first term
>, U(yi, yi) accounts for the loss for each instance i, with y; being the true
value and y; being the predicted value. The second term Zszl Q(fr) is the
regularization term that penalizes the complexity of the model, where Q( f)
applies to each feature k to prevent overfitting.
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Strengths include high performance and efficiency, while weaknesses
involve complexity in implementation and tuning [39].

Evaluation metrics. To comprehensively understand our models’
performance and robustness, we evaluated using these metrics:

Accuracy. Accuracy measures the proportion of correctly predicted
instances out of the total cases. While accuracy provides a general performance
measure, it may not be suitable for imbalanced datasets.

Precision. Precision, also known as the positive predictive value,
indicates the proportion of accurate positive predictions out of all positive
predictions. Precision is crucial when the cost of false positives is high.

Recall. Recall, also known as sensitivity or actual positive rate, measures
the proportion of accurate positive predictions out of all actual positive instances.
Recall is necessary when the cost of false negatives is high.

F1-Score. The F1-score is the harmonic mean of precision and recall,
providing a balanced measure of both metrics. It is beneficial when dealing
with imbalanced datasets.

ROC-AUC. The ROC-AUC score evaluates the model’s ability to
discriminate between positive and negative classes. The ROC curve plots the
actual positive rate (recall) against the false positive rate. The AUC represents
the area under this curve, with a value closer to 1 indicating better model
performance.

The evaluation metrics have been shown in Table 1, where the following
formulas are used.

Table 1. Metrics used

Metric Formula
Accuracy % x 100
Precision %

Recall TPZ%
Fl-Score | 2 x hedimde

Explainability. By incorporating explainability into our methodology,
we ensured that our machine-learning models for detecting obfuscated malware
are transparent and interpretable. While decision trees, regression models,
and ensemble methods are generally considered interpretable, the level of
interpretability can vary significantly depending on the specific model and
its complexity. Simple models like linear regression or single decision trees
offer straightforward interpretations; their predictions can be easily understood
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by examining coeflicients or the structure of the tree, respectively. However,
as models become more complex — particularly with the use of ensemble
techniques such as boosting and bagging — their interpretability diminishes.
Ensemble methods, by their nature, involve the aggregation of predictions
from multiple models, often hundreds or thousands of decision trees, each
contributing to the final output.

In these complex scenarios, the simple interpretability associated with
individual models becomes obscured. It is no longer practical to visualize or
directly understand the contribution of each feature across all the constituent
models within an ensemble. The final prediction emerges from the collective
behavior of many models, making it difficult to deconstruct the prediction into
understandable parts.

We used SHapley Additive exPlanations (SHAP) [40] and Local
Interpretable Model-agnostic Explanations (LIME) [41] to enhance the
explainability of our machine-learning models for detecting obfuscated
malware. These techniques assisted us in understanding and interpreting
the decisions made by complex models, ensuring transparency and trust.

SHAP (SHapley Additive exPlanations). SHAP values are based on
cooperative game theory, providing a unified feature importance measure.
They explain how each feature contributes to the prediction by averaging
over all possible orderings of features. SHAP ensures three properties: local
accuracy, missingness, and consistency. Local accuracy ensures that the sum
of feature attributions matches the model output for each instance. Missingness
guarantees that features not present in the model have no impact. Consistency
ensures that if a model changes such that a feature’s contribution increases
or stays the same, the attribution should not decrease. SHAP values can be
computed using various methods such as Kernel SHAP, which approximates
the values for any model type [40].

The formula for the SHAP values is given in Equation 8:

b = Z |S|!(|N||N|!5| —1)! [F(SU{iY) = £(9)], (8)

SCN\{i}

where ¢; is the SHAP value for feature i, S is a subset of all features [V
excluding i, f(S U {i}) represents the prediction for the model including
feature 4 in the subset S, and f(S) represents the prediction excluding feature i.
The term W is a weighting factor based on the size of the subset.

LIME (Local Interpretable Model-agnostic Explanations). LIME

explains the predictions of any classifier by approximating it locally with an
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interpretable model. It perturbs the data around the instance to be presented
and trains a simple, interpretable model (like linear Regression) on these
perturbed samples. This local model can provide insights into how each feature
influences the prediction in that particular vicinity of the instance. LIME’s
essence is to balance interpretability and fidelity to the original model [41].
The formula for the LIME explanation model is given in Equation 9:

§(x) = argmin y  m:(2) (f(2) - 9(2))” + Qg). ©)

In this formula, £(x) is the explanation model for the instance z, g € G
represents a family of interpretable models, 7, (z) is a proximity measure
between z and x, f(z) is the prediction of the complex model, and g(z) is the
prediction of the interpretable model. The term €2(g) is a regularization term
to ensure simplicity in the explanation model.

5. Results of the experiments. Our study applied multiple machine-
learning models to the CIC-MalMem-2022 dataset to evaluate their
performance in detecting obfuscated malware. The models were evaluated
based on accuracy, precision, recall, F1-score, and ROC AUC. The results are
summarized in Table 2.

Table 2. Performance comparison of machine learning models for malware detection

Model Train Time | Accuracy | Precision | Recall | Fl-score | ROC AUC
Decision 6s 0.76 0.67 0.64 0.64 0.84
Tree
Gradient 23s 0.81 0.72 0.72 0.72 091
Boosted
Trees
LightGBM 28s 0.87 0.81 0.81 0.81 0.95
Logistic Im 14s 0.74 0.62 0.61 0.61 0.83
Regression
Random 1m 9s 0.87 0.80 0.80 0.80 0.95
Forest
XGBoost 21s 0.82 0.73 0.73 0.73 0.92

The performance analysis of the machine-learning models on the CIC-
MalMem-2022 dataset reveals several key insights. LightGBM achieved the
highest F1 score at 0.81, indicating a balanced performance in terms of precision
and recall, which is notably higher than other authors’ results on the same
dataset, with [42] reporting an F1 score of 68% and [43] achieving 70.33%.
This score demonstrates that LightGBM is highly effective in identifying
true positives while minimizing false positives and false negatives. Similarly,
LightGBM also achieved the highest ROC AUC score of 0.95, highlighting
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its excellent capability to distinguish between benign and malicious memory
dumps. The high ROC AUC score suggests that LightGBM is highly
effective in distinguishing between the positive and negative classes.

SHAP explanation. The SHAP (SHapley Additive exPlanations) values
for each class of malware and benign processes are presented in Figures 1(a),
1(b), 1(c), and 1(d).
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Fig. 1. SHAP explanations for different classes: a) benign; b) spyware; c) trojan;
d) ransomware
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These figures illustrate the impact of various features on the model
output for each class. After analyzing the results, we can draw several
significant conclusions about the behavior and characteristics of each type of
malware and benign processes.

Ransomware is characterized by high values of handles.nkey indicates
that these processes heavily utilize registry keys, possibly for configuration
and execution. Extensive use of memory sections (handles.nsection) suggests
complex memory operations. High event handle usage indicates the reliance
on synchronization mechanisms (handles.nevent). Furthermore, ransomware
processes tend to have a higher average number of threads (pslist.avg_threads),
indicating parallel operations and multitasking. High values of mutant handles
(handles.nmutant) point to advanced process control and manipulation.

Trojans exhibit a distinctive pattern where they frequently use many file
handles (handles.nfile), likely for file manipulation or monitoring activities.
They also make extensive use of memory sections, similar to ransomware.
Higher callback counts (callbacks.ncallbacks) suggest that trojans hook
into numerous system processes to maintain control and monitor activities.
Their extensive interaction with the registry, utilizing numerous registry
keys (handles.nkey), is notable. The presence of many running services
(svescan.nservices) indicates that trojans might rely on system services for
persistence and functionality.

Spyware processes are marked by their involvement with multiple
services (svcscan.nservices), possibly for data collection and transmission.
High event handle usage indicates significant synchronization operations
within spyware processes. High average handle usage per process
(handles.avg_handles_per_proc) suggests intensive interaction with system
resources. Frequently engaging with the registry (handles.nkey) and using
semaphores (handles.nsemaphore) indicate multiple concurrent processes.

Benign processes, in contrast, show a pattern of routine service
operations (svcscan.process_services). Higher average handle usage per
process is typical in benign software, reflecting standard interactions
with system resources. Everyday system events are frequent in benign
processes (handles.nevent), and the presence of callbacks is typical for
maintaining standard system functionality. In summary, malicious processes
(ransomware, trojan, spyware) generally use handles and registry keys more,
indicating manipulation and monitoring activities. Event and memory section
handles are frequently used in ransomware and spyware, suggesting complex
synchronization and memory usage patterns. Service and callback usage are
significant across all classes, differentiating between types of malware and
benign processes.
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Ransomware is identified by high thread and mutant handle usage,
trojans by extensive file and section handle usage, and spyware by intensive
service and handle operations. Benign processes exhibit regular service and
handle usage patterns, which are typical of standard system operations.

LIME explanation. The provided LIME (Local Interpretable Model-
agnostic Explanations) explanation, shown in Figure 2, visualizes the prediction
of the LightGBM model for a particular instance. This instance is classified as
’Spyware’ with a probability of 0.52. The LIME plot illustrates how different
features contribute to the prediction, showing their impact on the model’s
decision.

Prediction probabilities NOT Spyware Spyw MC. Feature Value
Benign _ SVCSCan.process_servic...
Spyware svescan.nservices <= ... svcacan.process_services
Trojan handles.nfile <= -0.30) RISSISES
Ransomware o -0.86 < handles.avg_ha... RS
Po.09

handles.avg_handles_per_proc
handles.nkey

handles.nkey <= -0.66)
o003

callbacks.nanonymous...
o007 callbacks.nanonymous

callbacks ncallbacks ...
006
-0.76 < handles nsecti...

callbacks ncallbacks

handles.nsection

handles.ntimer <= -0.69 ‘handles.ntimer
flooa
-0.80 < handles.nevent... handles nevent

003

Fig. 2. LIME explanation for spyware instance

The model predicts the instance as ’Spyware’ with a probability of
0.52, followed by "Trojan’ with a probability of 0.42. The probabilities for
’Benign’ and ’Ransomware’ are much lower, at 0.00 and 0.06, respectively.
The bar graph on the right-hand side of the LIME plot lists the features and
their respective values that contributed to the prediction. Features that increase
the likelihood of the instance being classified as *Spyware’ are highlighted in
orange, whereas features that decrease the possibility are shown in teal.

We observe that the number of process services (svcscan.process
_services) had the highest positive impact on the Spyware classification, with a
value of -0.69. This suggests that the number of process services is indicative of
spyware activity. Similarly, the number of active services (svcscan.nservices),
with a value of -0.51, also positively influenced the classification towards
’Spyware,” implying that the number of active services is a significant factor.
The number of file handles (handles.nfile), with a value of -0.30, contributed
positively to the classification, suggesting t hat s pyware p rocesses involve
numerous file handles.
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Further, the average number of handles per process
(handles.avg_handles_per_proc), with a value of -0.68, indicates higher activity
for spyware. The number of registry keys (handles.nkey), with a value of -0.80,
significantly influenced the model toward predicting *Spyware.” Additionally,
anonymous callback functions (callbacks.nanonymous), with a value of -0.03,
and the total number of callback functions (callbacks.ncallbacks), with a value
of -0.29, also played a role in the classification. Memory-related features such
as the number of memory sections (handles.nsection), with a value of -0.76,
and the number of timer handles (handles.ntimer), with a value of -0.69, were
also influential. The number of event handles (handles.nevent), with a value of
-0.75, was another significant factor.

From the LIME explanation, it is clear that the LightGBM model relies
heavily on specific system and process-related features to distinguish between
different types of malware. For this particular instance, classified as ’Spyware’,
the number of process services, active services, file handles, and registry keys
were vital indicators. In addition, the average number of handles per process,
anonymous callback functions, and memory-related features were critical to
the prediction.

6. Conclusion and future works. This paper demonstrates a
comprehensive approach to detecting obfuscated malware through memory
dump analysis using various machine-learning algorithms. Our study
leveraged the CIC-MalMem-2022 dataset, which simulates real-world
scenarios to evaluate the effectiveness of machine-learning models in
identifying obfuscated malware. We implemented and assessed multiple
algorithms, including decision trees, gradient-boosted trees, logistic regression,
random forest, and LightGBM, to understand their strengths and limitations in
malware detection.

The results of the study confirm that the proposed system achieves both
robustness and cost-effectiveness, meeting the goals outlined at the outset. The
use of ensemble learning techniques, particularly LightGBM, ensures that
the system remains robust even when faced with challenging data conditions,
such as obfuscated malware samples. Furthermore, the system’s efficiency in
terms of computational resource usage makes it cost-effective, allowing it to
be deployed in environments where resources are limited. This combination
of robustness and cost-effectiveness is crucial for practical applications in
real-world cybersecurity scenarios, where systems must not only perform
accurately but also operate efficiently.

Our findings highlight the superior performance of ensemble learning
techniques, particularly LightGBM, in achieving higher detection accuracy
and robustness across diverse malware types. We further enhanced the
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interpretability of our models using SHapley Additive exPlanations (SHAP)
and Local Interpretable Model-agnostic Explanations (LIME), which provided
valuable insights into the contribution of various system and process-related
features to the model predictions. Features such as the number of process
services, active services, file handles, registry keys, and callback functions
were identified as significant indicators in distinguishing between different
types of malware and benign processes.

In conclusion, integrating advanced machine learning algorithms and
interpretability techniques offers a promising solution to improve malware
detection capabilities. This study paves the way for further research in
developing robust, interpretable, and practical cybersecurity solutions to
combat the ever-evolving landscape of malware threats.

Although this study provides a comprehensive approach to obfuscated
malware detection using memory dump analysis and machine learning, several
avenues for future research and enhancement remain. Future work could
explore the application of deep learning models, such as Convolutional Neural
Networks (CNNs) and Recurrent Neural Networks (RNNs), which have shown
promise in various complex classification tasks. Implementing real-time
detection systems that can analyze memory dumps and detect malware on
the fly is another crucial step. Expanding the dataset to include more diverse
and recent malware samples, including those targeting different operating
systems and platforms (e.g., macOS, Linux, Android, and IoT devices), would
improve the generalizability of the models. Additionally, incorporating benign
samples from a broader range of applications and user behaviors could further
enhance the model’s ability to distinguish between benign and malicious
activities. Conducting a more in-depth investigation into feature engineering
and selection, studying the impact of adversarial attacks, and exploring other
explainable Al techniques would further improve model performance and
transparency. Integrating the proposed detection system with existing security
frameworks, incorporating behavioral analysis, and developing collaborative
defense mechanisms where different systems share threat intelligence could
enhance the overall cybersecurity landscape. Addressing regulatory and ethical
considerations in the deployment of machine learning-based malware detection
systems is also essential. By pursuing these future research directions, we can
further advance the field of malware detection, creating more robust, efficient,
and interpretable solutions to protect against the ever-evolving landscape of
cyber threats.

Declaration of Generative AI and Al-assisted technologies in the
writing process. While preparing this work, the authors used ChatGPT for
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S1. UMAMBEPIMEB, . BAr1proB, [I. UKEUYYKBY
OBHAPYKEHUE Ob®YCIIMPOBAHHBIX BPE/IOHOCHBIX
IMPOI'PAMM B WINDOWS C ITIOMOIIbIO METOIOB
AHCAMBJIEBOI'O OBYUEHU A

Hmameepoues 4., bazupos 3., Hkeuykey /l. O6HapyxeHne 00(pyCHPOBAHHBIX BPeIOHOCHBIX
nporpamMm B Windows ¢ momMoIe10 MeTo10B aHCAMO,JIeBOT0 00y YeHus1.

AHHoTanus. B snoxy HTepHeTa M CMapT-yCTpPOHCTB OOHapy>KeHHE BpEJOHOCHBIX
NPOrpaMM CTaJIO0 BaXHBIM (pakTopoMm Iyisi Oe3omacHOcTH cucTeMbl.  OOQycrupoBaHHbIE
BPEIOHOCHBIE MIPOrPaMMbl CO3AI0T 3HAUUTEIbHbIE PUCKHU UL PA3JIMIHBIX IUIaTHOPM, BKIIOYAs
KOMIIBIOTEPEI, MOOYJIBHBIE YCTPOICTBa U ycTpoiicTBa 10T, MOCKOBKY He MO3BOJISIOT HCIIONIB30BaTh
Hepe/IoBble peleHus 1isi odecriedeHus: GezonacHocTd.  TpaJuIMOHHBIE BPUCTHYECKUE U
CHUTHATYpPHBIE METObI YaCTO He CIIPABJIIIOTCS C 9TUMU yrpo3amu. [TosToMy ObLIa mpeasioxkeHa
9KOHOMMYECKH 3 PeKTHBHAS CHCTEMa OOHAPYKEHHUS C UCTIONb30BAHMEM aHAJN32 JJaMIIa NaMATH
U MeToloB aHcambieBoro ooyyenus. Ha ocHoe HaGopa ganHbix CIC-MalMem-2022 Oblia
olieHeHa 3((EKTHBHOCTD IePEBbEB PEICHNIA, TPaJUEHTHOrO OYCTHHTA IEPEBbEB, JTIOTUCTUYESCKON
perpeccun, Metoma ciydaiHoro seca W LightGBM npu BbisiBieHHH 00QyCIHPOBAHHBIX
BPEJIOHOCHBIX Tporpamm. MccienoBaHue NpoaeMOHCTPHUPOBAIO NPEBOCXOJACTBO METOIOB
aHCcamO0JIeBOro 00y4eHHsl B MOBBIILIEHUH TOYHOCTH M HaJIe:)KHOCTH OOHapyskeHus. Kpome Toro,
SHAP (apautuBHble o0bsicHenus [llenmm) u LIME (JiokaabHO HHTepIIpeTUpyeMble O0bSICHEHU S,
He 3aBHCsILIME OT YCTPOHCTBA MOJEJIM) MCIO/b30BAINCh AJIsl BBISICHEHHS TIPOTHO30B MOJEIH,
HOBBIIIEHNSI IPO3PAYHOCTH U HAIEKHOCTH. AHAJIN3 BBISBIII BaKHBIE OCOOCHHOCTH, CYIIECTBEHHO
BIIUSIIOIIE HA OOHApY KeHHe BPEJOHOCHBIX IPOrpaMM, TaKye KakK CJTyKObl IPOLIECCOB, aK THBHbIE
cityx0bl, IeCKpUITOPHI (pailioB, Kimoun peectpa U (YHKIMH OOPATHOrO BbI30Ba. DTH HACH
UMeloT O0JIbIIoe 3HAYEHUE JJIsI COBEPLICHCTBOBAHMUS CTpATerHii OOHApY KEHHUsI U MOBBILICHUS
IPOU3BOAUTEILHOCTH MozIeM. TlomyueHHble pe3yabTaThl BHOCAT BKJIA[ B YCUIIHSA IO 00ECIICUCHHIO
KnOepOe30acHOCTH IyTeM BCECTOPOHHEH OLIEHKU aJTOPUTMOB MAIIMHHOTO OOYYEHHsS IS
oGHapyxeHHs 00(yCIPOBAHHBIX BPEJOHOCHBIX IPOrPAMM C MOMOLIBIO aHAJIN3a MaMATH. B 3Toi
CTaThe MpeACTABJIeHB! LIEHHble ujen AT OyayLIMX HCCJIeJOBaHHil U JOCTHXEHUI B 00IacTu
0OHapy:KeH!s BPeJOHOCHBIX NPOrPaMM, HPOKJIabIBas Ty Th LIS Gosee HaJIeKHbIX U 3(peK TUBHBIX
peleHuit B 001acTH KHOepOe30MacHOCTH Nepe TULOM Pa3BUBAIOIINXCS U CIOKHBIX BPEIOHOCHBIX
yIrpos.

KuroueBbie cioBa: oOHapyxkeHue BpefoHocHoro 1O, mammHHOEe OOydeHHe, aHAIU3
BpenoHocHoro 10, kubepbe3onacHOCTb.
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