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Abstract. An algorithm (divided into multiple modules) for generating images of full-
text documents is presented. These images can be used to train, test, and evaluate models
for Optical Character Recognition (OCR). The algorithm is modular, individual parts can be
changed and tweaked to generate desired images. A method for obtaining background images
of paper from already digitized documents is described. For this, a novel approach based on
Variational AutoEncoder (VAE) to train a generative model was used. These backgrounds enable
the generation of similar background images as the training ones on the fly.

The module for printing the text uses large text corpora, a font, and suitable positional and
brightness character noise to obtain believable results (for natural-looking aged documents).

A few types of layouts of the page are supported. The system generates a detailed, structured
annotation of the synthesized image. Tesseract OCR to compare the real-world images to generated
images is used. The recognition rate is very similar, indicating the proper appearance of the
synthetic images. Moreover, the errors which were made by the OCR system in both cases are
very similar. From the generated images, fully-convolutional encoder-decoder neural network
architecture for semantic segmentation of individual characters was trained. With this architecture,
the recognition accuracy of 99.28% on a test set of synthetic documents is reached.

Keywords: Generation of Synthetic Images, Semantic Text Segmentation, Variational
Autoencoder, VAE, Optical Character Recognition, OCR, Aged-Looking Text Generation.

1. Introduction. Computer vision and machine learning fields are
fast-growing, innovative, and well-researched fields nowadays. One of the
research areas is Optical Character Recognition (OCR), which can be used
for reading scanned documents. In this paper, we focus on digitized text
documents and its corpus generation — we considered only the documents with
typewritten text. The OCR methods are very often used as a follow-up step in
the task of textual data digitization. E.g., full-text search, information retrieval,
indexing, and document search can be achieved with the data digitalization for
digital archiving purposes. Previously, most of OCR systems were rule-based
systems, which were usually divided into a few steps — mainly detection and
recognition phases. For instance, here are a few; OCRopus [4], GOCR, Ocrad,
Tesseract OCR system [21], and many more. All noted systems have been
published under the licenses which allow free use. Further, there exists multiple
commercial systems, for instance: ABBY'Y FineReader or OmniPage. These
days, methods of machine learning and artificial intelligence are used in the
form of Deep Neural Networks (DNN). These approaches are mostly used in
the way of end-to-end solutions, which cover all the necessary steps: detection,
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localization, and reading [13-15,24,25]. The DNNs are successfully used in
the area of text detection and recognition in everyday environment domain (e.g.,
a photo of a street — where text can be located on store signs, car plates, and
other areas), so-called wild text reading. In other words, it is a task of detecting
text in real-world environments, where text appears in a sparse form (not
full-text documents like in our use case). A lot of noise and clutter are present
in such data, and the text can be in any font/form/angle/deformation/style. A
large amount of training data is required for the training of machine learning
methods to be able to generalize the nature of the task. In the case of supervised
methods also, the targets need to be available. Generally, one of the most
time-consuming tasks in the process of training neural networks is to gather
labeled data which are mostly labeled by humans and can be inaccurate. An
algorithm for synthetic training data generation, which has been previously
published in [10], can be used for the task of wild text reading. In their work,
they estimate the depth of the image data. From this information, the geometry
is estimated, and the synthetic text was transformed into this detected region
to look natural. The algorithms for real-world text reading nowadays achieve
good results, but they cannot be used for full-text document reading tasks.
It is due to a significant difference in the task itself and in the image/scene
appearance. The authors, in the paper [7], published a system for synthetic text
generation, and it was for the aim of reading short texts in mobile environments.
Our approach is different from theirs in this aspect. Our focus is mainly on
full-text document generation, but they generated only short sentences. In this
paper, we propose an automatic system for synthetic image data generation
— for labeled training dataset creation. The dataset was further used for the
training of multiple machine learning algorithms. The data source which we
have used are collections of digitized full-text documents from the times after
World War II from Czechoslovakia. This data we aim to emulate.

We followed and considerably extended our previously published
work; [5] and [9]. The newly obtained results correspond to the ones presented
and described by experiments in this paper.

Several algorithms were used in consecutive order to generate aged
and natural-looking typewritten documents. In the first step, we automatically
extract samples of document’s backgrounds — aged-looking paper. We used our
real document dataset for generating the empty documents (plain aged-looking
paper backgrounds). Next, Variational AutoEncoder (VAE) [16] was trained
and fine-tuned from obtained image dataset. Then, the VAE can generate
backgrounds from random noise of given properties. Further, for the illusion
of aged-looking text, we used brightness and per-character location noise to
create even more authentic images. In the final phase, the corresponding text

SPIIRAS Proceedings. 2019. Vol. 18 No. 6. ISSN 2078-9181 (print) 1381
ISSN 2078-9599 (online) www.proceedings.spiiras.nw.ru



UNPPOBLIE MH®OPMALIMOHHO-TENIEKOMMYHUKALIMOHHBIE TEXHONOI N

annotation is automatically generated. Our process is capable of generating
a huge amount of text documents — it needs only a text corpus as an input.
The process of generation is language independent. Even though we used
exact data in our experiments, the proposed system can generate images from
any font and background. Only the proper dataset has to be provided. Next,
we trained a DNN for semantic segmentation of the characters. During this
segmentation process, a label is assigned to every image pixel. The assigning
process is explained in [2], where it was used for road segmentation in urban
environments. The method was updated and enhanced a few times, you can
check [6] — e.g., network architecture, loss function and general approach to
decoding were enhanced.

The main contributions of the paper and the described system are:

— an algorithm designed to remove text from the image of the full-
text document. This part aims to keep the image as much natural-looking
aged-document as possible;

— synthetic background generator based on VAE is trained by image
data from the text removal algorithm (aged-looking documents). This output
generates artificial/synthetic images — which are then used as background for
generating our full-text typewritten documents;

— asystem which is capable of generating trustworthy full-text type-
written documents. Moreover, the document layout can be edited during its
generation. All layouts have to be defined before the generation starts;

— Full-text images are semantically segmented to provide the first step
of an OCR system. Our character recognition accuracy is above 99%.

The paper is organized as follow: in the Introduction describes the topic
of this paper and previous related works. As well as in the introduction, we
discuss our contributions. Background Extraction section is focused on a text
removal algorithm that is capable of obtaining document backgrounds.The
way of generating synthetic artificial document backgrounds is described in
the Background Generator section.In the next section, the Text Generator is
described. With a synthetic background as an input, it is possible to generate an
authentic-looking document. Moreover, it is possible to choose a layout of the
text.Experiments and an evaluation of the proposed system are described in the
next section. The main goal of this section is to verify whether the OCR results
have similar accuracy for real and generated data. Semantic Segmentation
section is focused on the description of a segmentation algorithm based on
fully-convolutional encoder-decoder architecture. Moreover, the process is
based on the segmentation of convex hulls. It is a different approach than the
direct segmentation of characters.Summary and proposition of future work are
discussed in the last section named Conclusion and Future Work.
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2. Background Extraction. Our developed algorithm for image back-
ground extraction is described in this section. The background extraction
algorithm needs digital scans of original typewritten image documents as
input. Commonly the text is of a dark shade on a bright background. Our
system expects it in this form. This assumption is the truth for the majority of
tested free and commercial software (some can handle inverted colors too),
but generally, all digitized documents usually meet this requirement. The
developed algorithm is based on computing the mean color value, according
to this assumption.

The algorithm loads image in RGB and grayscale color format, and
the text is found with the use of Otsu’s brightness thresholding method [19].
The thresholded binary image is used for localization of corresponding pixels
where the text’s pixels are stored as ones and non-text’s pixels as zeros. The
dilatation process with a square kernel of predefined suitable size is applied in
order to suppress the effect of color values from the pixels between text and
non-text in the mean color computation. The individual mean color of the
background’s pixels is calculated for every color component separately. The
binary image, from the previous step, is used for masking, which removes all
the text pixels from the computation. Each of the pixels which belong to a text
label is replaced by mean values of the background.

Further steps are applied to our algorithm. The color difference
between pixel values and calculated mean color can be large in some image
areas — this can leads to brightness discontinuities which are unwanted. The
re-computation process enhances the quality of the result by replacing the
color in text pixels by a mean value from the text pixel’s local neighborhood
(NEIGHBOR_MEAN_ADAPT in the Algorithm 1. It creates a desired
statistical bias towards the mean background value by using every pixel for the
local mean computation, even the already replaced text pixels. The summary
of the proposed method is shown in the Algorithm 1. An example of the
results of the proposed algorithm is shown in Figure 1.

img_color, img_gray <~ LOAD_DOCUMENT
binary <— OTSU(img_gray, BINARY_INVERSE)
binary <— DILATE(binary)

red, green, blue <— GET_CHANNELS(img_color)
red_mean <— MEAN(red[binary = 0])
green_mean <— MEAN(green[binary = 0])
blue_mean +— MEAN(blue[binary = 0])
red[binary = 1] <— red_mean

green[binary = 1] <— green_mean
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blue[binary = 1] < blue_mean
result <— [red, green, blue]
FOR NONZERO_PIXELS AS p IN binary:
result[p] +— NEIGHBOR_MEAN_ADAPT (result, p, n_size=(k))
SAVE_IMG(result)

Algorithm 1. Background extraction algorithm

There are some flaws in the algorithm. When some dark artifacts are
present in the input image, the algorithm is not able to remove them completely.
Moreover, the procedure occasionally results in high contrast noise in the
yielded image. However, these issues are well handled by the VAE method of
generating synthetic backgrounds, and thus they do not need to be addressed
by this algorithm.

Prevokadni le
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Fig. 1. Every step of the algorithm demonstrated on the tiles of input documents. The
left column contains examples of input documents. The results after mean value
replacement are presented in the middle column. The right column contains result
after NEIGHBOR_MEAN_ADAPT - i.e., local adaptation of the mean color to
eliminate "shadows" of erased characters

3. Background Generation. The task of synthetic image generation
can be handled in different ways. This paper presents a method based on
a neural network topology called autoencoder [3, 8]. This topology usually
employs a bow-tie structure, where the first part encodes the input data into a
latent space, and the second part then decodes the vector from latent space
back to the shape of the input data. In the usual implementation of a plain
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autoencoder, there are no restrictions applied to the latent space. Without any
restrictions, the autoencoder acts as a memory with compression. To improve
the idea of autoencoder into a generative model Variational Autoencoder was
developed [12, 16,23]. This approach forces the latent space to follow a
Gaussian distribution. This typically leads to blurry images generated at the
output of the VAE. We have discovered such behavior is to our advantage and
developed the background generator for our synthetic data based on the VAE.
The blur typical for the VAE introduced into the generated data helps us to
improve the results of the Background Extraction algorithm (Section 2). The
VAE eliminates the artifacts from the training set by compressing the data and
then generating them back from the Gaussian latent space.

The training data for the VAE were obtained by Background Extraction
algorithm in Section 2. The original scans of old documents were rid of the
text by the background extraction algorithm, and 685 of them were used for
training. The structure of the network is described in detail in Table 1. The
latent space is created by two fully connected layers with size 250 neurons
representing the mean and the variance of the Gaussian distribution with set
values of zero mean and unit variance for each individual neuron. The training
used the following parameters: learning rate of 0.001 with RMSprop optimizer
over 1000 epochs. The input images were resized from the original resolution
to the size of 128 x 96 x 3. This size roughly represents the original ratio of
the training data.

Only the decoder part of the VAE is used after training as a generator
for synthetic backgrounds. The background is generated from an input
vector of size 250. The values of the vector are sampled from the Gaussian
distribution with zero mean and standard deviation of 0.15. This value was
selected experimentally based on the analysis of the generated data. The
images generated with a higher value of standard deviation produced various
unrealistic backgrounds with different artifacts and colors which were not
suitable for the task of synthesizing artificial images of old documents. Before
the data can be processed by the decoder, there is a necessary step of resizing the
single-dimensional vector of the input vector to a three-dimensional shape that
can then be processed by deconvolutions. The needed shape is taken from the
output of the last convolutional layer of the encoder. The output of the decoder
is resized to the original resolution of the training data (2480 x 3504 x 3) using
linear interpolation.

The main contribution of this approach is the ability to create a general
background that is very similar to the real old paper. The algorithm is able to
produce various colors from clean white paper, through gray paper, to yellow
recycled paper typically used during older eras. The process removes typical

SPIIRAS Proceedings. 2019. Vol. 18 No. 6. ISSN 2078-9181 (print) 1385
ISSN 2078-9599 (online) www.proceedings.spiiras.nw.ru



UNPPOBLIE MH®OPMALIMOHHO-TENIEKOMMYHUKALIMOHHBIE TEXHONOI N

artifacts from the training data like water damage, coffee circle stains, and
letters visible from the other side of the paper, which are typically present
due to the nature of the typewriting. These may be added to the generated
background if needed in our future research.

Table 1. Structure of VAE

Encoder Decoder

64 conv(2 x 2), ReLU deconv(3 x 3), ReLU
64 conv(2 x 2), BN, ReLU | deconv(3 x 3), ReLU
64 conv(3 x 3), ReLU deconv(3 x 3), ReLU
64 conv(3 x 3), BN, ReLU | conv(2 x 2), sigmoid
500 fully-connected

The encoder is composed of four convolutional layers with 64 kernels
with the ReL.U activation function. Every other convolutional layer is followed
by batch normalization. The intermediate layer with 500 neurons has tanh
activation function. The latent space is represented by two fully connected
layers with 250 neurons and a linear activation function. The decoder mirrors
the structure of the encoder.

4. Synthetic Image with Text Generation. The first part of creating
a synthetic image is generating the background. The background image is
created by our trained VAE model described in Section 3. The VAE neural
network is fast enough to generate the images on the fly. The second part is
adding synthetic text to the background. The font used to generate the synthetic
text is Bohemian typewriter. A sample image with the font is depicted in
Figure 2. We have used this font as it was corresponding to our real data from
scanned typewritten documents. The font size was experimentally set to 45
pixels. This size is the closest to the real data, and it also depends on the
resolution of the background. The font can be easily replaced by any other
desirable font. This change does not impact the performance of our algorithm.

ALBCEDDEEEFGH adbc¥ddeééfgh

TfJKLMNNOOPQRR ifjklmniiodpqrt

SSTFUGOVWXYYZZ s3ttultvwxyyz?
1234567890

Fig. 2. Bohemian typewriter font used for generating synthetic documents
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We have implemented an input from a text file to generate the text in
the synthetic images. The text in the file can be composed of any UTF-8
characters. The contents of the text file are not limited by the output font. If
the output font does not contain the character from the input file, it is replaced
by a dummy placeholder.

The background is generated after the input file is processed. Our VAE
neural network generator outputs an image with a resolution of 2480 x 3504.
This resolution was chosen to correspond to the scanned documents in our
dataset. The image has three color channels (RGB). Generated backgrounds
are unique and unpredictable in the sense of color and noise. The general
distribution of colors generated by our VAE network is given by the distribution
in the training set. The pre-trained VAE model can be easily changed for
another model if another type of background is needed.

The first instance of the text is generated on a white background with
a resolution corresponding to the synthetic background (2480 x 3504). The
white background is used to print out the characters with zero brightness.
The text output is formatted into a predefined block. The block corresponds
with a predefined area in the image where the text is supposed to be placed.
These areas are easily added and/or modified to create a desired format of
the output document, for example, two columns, two paragraphs, zig-zag, etc.
The position of the area is given by the set of coordinates (x,y) that represents
the top left corner. The second parameter of the area is its width and height
of (w,h). The text is continuously printed into the predefined areas until all
of them are filled, or there is no more text on the input. After that, if any
text is remaining, it is omitted. A random offset is added to the coordinates
(x,y) to add a more natural appearance to the synthetic data. Examples of the
generated images are in Figures 3 and 4.

The position of every character is calculated with respect to its size.
This position is further augmented with an offset generator. The offset can
reach values of £3 pixels in both directions of x and y coordinates. This value
is randomly added to each character. We have implemented this generator
to simulate better the text produced by older types of typewriters where all
the characters were not printed in a straight line. The offsets were selected
experimentally to respect the size of the font and the resolution of the whole
image. The value of the parameter can be easily changed if needed.

Various defects can be found in archived typewritten documents. One
of them is a variance in the brightness of the old paper versus a new paper. We
introduce a method for simulating this effect in our synthetic data. We generate
a Gaussian noise ./ (i, 6%) (where it = 0 and 6% = 0.3) and reshape it into

the size width = 24% and height = %. This noise matrix is then reshaped
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Fig. 3. Example of the layout areas: zig-zag text areas
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Fig. 4. Example of the layout areas: change of the width in the middle of the second
paragraph
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into the size of the synthetic image using linear interpolation. The noise is then
added to the synthetic image (at the locations where the characters of the text
are present). The final values are then clipped for the purpose of the consistency
of the image data. The resulting image is further augmented by a blurring filter
with a local averaging window of size 7 x 7. This process produces a synthetic
image with blurred text areas. This image is then merged with the synthetic
background generated by our VAE network. One last operation in the form of
a blur filter is then applied to the whole image using a local averaging window
of size 5 x 5.

We can create a bounding box from the knowledge of the parameters
of each character (coordinates (x,y), character offset, and font size). The
size of the bounding box is constant since the font width of the typewriter
is not changing during writing. We have aimed for bounding boxes that are
considered minimal. We have implemented a method to decrease the size
of the bounding boxes. The synthetic image is transformed into grayscale at
first. Then the contour of each character is extracted. Bounding boxes are then
resized to touch the contours found in the previous step. The same has been
done for page’s, word’s, and line’s bounding boxes. Examples of character
bounding boxes are shown in Figure 5.

Lorem ipsum dolor sit amet,
consectetuer adipiscing elit.
Nulla non lectus sed nisl
molestie malesuada. Quisque
porita.

Lorem ipsum dolor sit amet,
consectetuer adipiscing elit.
Nulla non lectus sed nisl
molestie malesuada. Quisque
porta.

Fig. 5. Examples of character’s bounding boxes: (top) the original bounding boxes,
(bottom) fine—tuned character’s bounding boxes

All collected data about images, words, characters, and lines are stored
in files (in pickle data files and png images). This data can be utilized in further
experiments and analysis.
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The pickle data file for every page is structured in the following manner:
the printing areas of a defined layout store the objects of lines. The line
object contains a list of word objects, and each word object contains a list of
character objects. The objects contain precise x and y global coordinates and
the height and width of its bounding box. The file also contains information
about the number of objects. We have also generated pixel-wise data with
binary information about each character’s pixel coordinates. This information
was obtained by thresholding the white background image with the generated
text before it was merged with the VAE background. The storage structure is
depicted in Figure 6.

The data structure is designed to be universally usable in various tasks.
We have used it for training several types of neural networks. It can also be
used as ground truth data for benchmarking existing algorithms. A comparison
of generated vs real text is depicted in Figure 7.

5. Experiments. To test the efficiency of the proposed method, we
have designed an experiment to measure the accuracy of an OCR system on
both the generated synthetic data and real scanned documents. We have chosen
the Tesseract system for the OCR task. The hypothesis is that if the generated
data have valid properties, Tesseract should perform similarly on the generated
data as on the real data. For this purpose, we manually annotated 24 documents
with a total of 25 292 valid characters. The formula to compute the accuracy
was:

pz(l—;)-loo %), (1)

where [ is the Levenshtein distance between the two strings representing the
OCR results of synthetic, respectively real data and m is the length of the
longer string. The strings were rid of white characters, that do not bear any
valuable information, such as spaces, newlines, dots, colons, etc.

Another metric we used was Word recall. In this case, we count the
percentage of words from the ground truth text that we are able to recover
with the OCR system. In the experiments, four datasets were tested. The first
one is a dataset of real documents, and the other three are artificial datasets of
documents generated by our proposed algorithms from the same text, as is in
the real dataset. The artificial synthetic datasets were generated with various
amount of character noise — i.e., damage in the structure of printed characters
in the scan (see Section 4). The results are shown in Table 2. It can be seen
that we are able to control the properties of the algorithm so that the results
of the OCR system are close to the results from the real data. In Table 2 you
can see Mean accuracy — i.e., character accuracy of OCR system, standard
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Page Object:
Bounding Box (x, y, w, h)

Page Resolution
Page Layout

List of Boxes

Box Object:
Bounding Box (x, y, w, h)  List of Lines

Line Object:
Bounding Box (x, y, w, h)  List of Words

Word Object:
Bounding Box (x, y, w, h)  List of Chars

Character Object:
Bounding Box (x, y, w, h)
Chracter Mask ([x, y])
Convex Hull Mask ([x, y])

Fig. 6. Pickle data file structure hierarchy

deviation, and word recall. The word recall is important for measuring the
performance of the OCR system for the purpose of information retrieval.
The results in Table 2 show that the dataset denoted Generated three
is similarly challenging for the Tesseract system as the real data. Moreover,
when observing the recognized texts, the OCR makes very similar mistakes as
in the real scanned documents. The character noise used in this dataset can be
used for generating benchmark datasets for comparing state of the art OCR
systems. We can also control the amount of character noise to generate less
challenging data. This attribute of the algorithm can be beneficial for training
DNN:s. First, a DNN can be trained on easier data, and then the difficulty of
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FrantiSek Vladimir
Frantisek Vliadimir
FrantiZek Vladinir
Frantifek Vladimfr

Fig. 7. Examples of generated text. (top row) original scanned text sample. (following
rows) generated text

Table 2. OCR accuracy of real and generated scans. The generated datasets have
different amount of noise applied: Generated 1 < Generated 2 < Generated 3

Mean Word
Dataset accuracy | STD | recall
Real data 0.73 0.14 | 0.79

Generated 1 0.94 0.08 | 0.90
Generated 2 0.92 0.10 | 0.83
Generated 3 0.88 0.12 | 0.69

the data can be progressively raised. One can also generate baseline datasets
that should be recognized flawlessly.

6. Semantic Segmentation. Inspired by [2, 18, 20], we propose a
method based on a Fully-Convolutional neural network with Encoder-Decoder
structure, which proved itself to be perfectly suitable for semantic segmentation
tasks. First, we designed a simple plain Encoder-Decoder network (our baseline
architecture, for exact configuration, see Table 3), nevertheless, this setup
did not provide satisfactory results. Therefore, we implemented a couple of
improvements. To be more specific, our final neural network architecture is
based on the work of Ronnenberger et al. [20] and their U-Net architecture
(see Table 4). In comparison to standard Encoder-Decoder, this architecture
utilizes skip connections between each layer 7 in the encoder and layer n-i in
the decoder, where # is the total number of layers. The skip connections are
utilized for element-wise addition of the activations from layer i and layer n-i.
Experiments proved that usage of skip connections allowed better propagation
of information through the network and, therefore, significantly improved
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classification (or segmentation) results. In our future work, we would also like
to test the concatenation of the activations instead of their summation.

A good practice before designing the architecture of a neural network
is to understand the input data. In the case of visual processing, the receptive
field is an important attribute of the individual layers. Since we want to read
a text composed into lines, we need to figure out the average height of a text
line so that the receptive field of the deepest layer is in compliance with this
height. This approach is supported by the fact that text is highly dependent in
one line and less dependent in the vertical direction. In the original resolution
of 2480 x 3504 pixels, the average line-height is 36 pixels. Due to the memory
limitations during training, the original resolution was reduced to 620 x 876,
thus, the average height in the lower resolution is 9 pixels.

During the design of the neural network architecture, we utilize standard
(de)convolution-batch normalization-ReLLU sequence for all the convolutions
and deconvolutions except the last one, which performs classification task and
therefore uses classical Softmax activation function. All the convolutions and
deconvolutions in this work are used with stride 1. We would also like to point
out the total max-pooling operation omission, which stems from the optimal
size of the convolutional receptive field considering the line average height.

Table 3. Structure of our baseline architecture
Encoder Decoder
Conv(16, 3 x 3), BN, ReLU | Deconv(64, 5 x 5), BN, ReLU
Conv(32, 3 x 3), BN, ReLU | Deconv(32, 3 x 3), BN, ReLU
Conv(64, 5 x 5), BN, ReLU | Deconv(16, 3 x 3), BN, ReLU
Conv(Q, 1 x 1), Softmax

The encoder is composed of three convolutional layers with 16, 32, and
64 kernels, followed by batch normalization and ReLU activation function.
The decoder mirrors this structure. N in the last convolutional layer of the
decoder is the number of classes.

Table 4. Structure of our final architecture
Encoder Decoder
Conv1(16, 3 x 3), BN, ReLU | Deconv1(64, 5 x 5), BN, ReLU
Conv2(32, 3 x 3), BN, ReLU | Deconv2(32, 3 x 3), BN, ReLU
Conv3(32, 3 x 3), BN, ReLU | Deconv3(32, 3 x 3), BN, ReLU
Conv4(64, 3 x 3), BN, ReLU | Deconv4(16, 3 x 3), BN, ReLU
ConvF(N, 1 x 1), Softmax
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The encoder is composed of four convolutional layers with 16, 32, 64,
and 64 kernels, followed by batch normalization and ReLU activation function
again. The decoder mirrors this structure. N in the last convolutional layer
ConvF of the decoder is the number of classes. There is a skip connection
between each layer i and layer n-i.

All tested neural network architectures were implemented in Python
using Chainer deep learning framework [1,22]. Also, in all experiments, we
use the cross-entropy loss for the network training. In the following subsections,
we describe the experimental setting and the results of two experiments. For
both of them, we are providing quantitative results for testing synthetic data
and qualitative results for both synthetic and real data.

6.1. Two-class classification. In the first experiment, we train baseline
architecture to perform semantic segmentation of input image into two classes:
text, and background, i.e., last convolutional layer has two kernels — one for
each class and the softmax activation function is used to obtain a probability
measure in each location. To further elaborate, for each class, the network
produces one output map with segmentation for this specific class. The final
segmentation map can be constructed by combining the results from all output
maps in a simple manner.

Standard mini-batch SGD optimization with mini-batch size 2 — memory
limitation — is used in our architecture. We used the learning rate with step
decay. In particular, the learning rate started on value 0.01, and every 10
epochs, the step decay 0.1 was applied. The recognition accuracy of the
network on the testing set is 99.28% after 30 epochs. An example of a result
of a synthetic document segmentation is shown in Figure 8.

Our dataset contains 150 thousand synthetic documents divided into
three sets — i.e., training, development, and testing set. The total number
is split as follows. The training set contains 100 thousand documents, the
development set 20 thousand documents, and finally testing set contains 30
thousand documents.

In Figure 9, an example of real document segmentation is shown. It can
be noted that the network is capable of filtering out the document background.
Moreover, it even removes paper inaccuracies and other defects. On the other
hand, the network leaves parts of the text which are not wanted in our result. In
the example, the underline under characters is unwanted because it can influence
the accuracy of the OCR algorithm. The reason for this phenomenon is caused
by the absence of this type of distraction in the synthetic data. Nevertheless,
we argue that this approach can be used as a part of a pre-processing pipeline
for the standard OCR algorithm and hopefully improves its final results.
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¢rgha = Ppdfl aesplacenyech
avéri na eelkovém cbjemu
sankcvnicr pajfek v dnoru
mirne stoupl na £ 31
Frocenta ¢ 6,) frocenta na
konel ledna, Vyplyvd to =
3dajt Teské ndrodni banky,
kterd md JTK k disposted.

V sPipads domdcnoat! podil
Gvart v selhéni, tedy piloex
nespldcenych T0 & vice dal,
v dnoru stoupl ne 5,21
trocant® £ 519 procenta ma
kEonel ledna, U nefinsnlnfck
podnicd pak pedil

Frahs = Podil assplacenfeh
dvérd na celpprdn cbjean
benkernich pdjéek v finaruy
sirné stoupl ng €31
procenta ¢ 6,3 nCoeents na
Eongl ledna, Typlyvd to
fdeid feskdé nerodni banky,
kterd md OTE k& dlspezicl.

V s2fpadé domdcenoatl podil
GVErd v selhdnf, tedy pijiex
aaspldeenych S0 a viee danl,
v dnoru ateupl ns 5,21
vrogenta £ 5,15 procénta na
koned ledna, U nefinanfnich
podnisl pak pedil

Fig. 8. A result (on the right) of the semantic segmentation for the class fext of the
synthetic document (on the left)

Otfzka: Vydetfo
skupiny potrestmych t.2' ghupiny potrestmych t.w
Vypovidejte o charskteru Vypovidajte o charekieru
Fig. 9. A result (on the right) of the semantic segmentation for the class text of the real
historical document (on the left)

Digrlea: Vydetio

Segmentation of convex hulls instead of direct character segmentation
is used in our research. The idea was proposed in the paper Hajic et al. [11].
The paper contains a statement that the training of the network should be better
with a convex hull approach. The idea is verified on the task of musical symbol
recognition. In Figure 10, an example of convex hulls of letters a, b, and ¢ are
shown.

To try convex hulls on our segmentation problem, we had to regenerate
synthetic data labels. We trained the network using the same training settings
to predict hulls instead of characters. The recognition accuracy was improved
by 0.27% on the test set using this approach. It represents an improvement of
37.50% w.r.t. the approach based on the direct segmentation of characters. On
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Fig. 10. Examples of convex hulls for letters a, b, and ¢

the other hand, it does not solve any of the systematic problems present in the
first method.

Table 5. Baseline architecture results of per-pixel recognition accuracy of two-class
segmentation on the synthetic documents

NN architecture Development set Test set

Direct-char 99.32% 99.28%
Convex-hull 99.60% 99.55%

Generation of the problematic unwanted parts of the text is one of the
tasks that we want to address in our future research. Their presence in the
training sets should improve the results of the neural network.

6.2. Single-character classification. The second experiment is fo-
cused on the semantic segmentation into 107 classes —i.e., classes of Czech
language text characters plus one for the background. This task is called
a single-character classification. We assume that it can avoid problems of
two-class segmentation. During the experiment, we train the network using
both direct-character and convex hull segmentation. The recognition accuracy
of the network reached 97.75%, 97.58%, respectively.

Despite the good quality of results, we find out that the network
provides almost perfect prediction for frequent characters — e.g. a and e — but
significantly worse results for the rare ones — e.g. F and G. The reason for this
fact is the nature of the Czech language because some of the characters are
rare. Consistently, there are a small number of occurrences of these characters
in the training data.

There are basically two possible solutions to overcome this flaw. First,
we can regenerate the training set with a uniform distribution of the characters.
This approach will definitely solve the problem for the synthetic data, but
it will likely provide worse results for the real documents, which meet the
unbalanced frequency of characters of the Czech language.
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Table 6. Comparison per-pixel recognition accuracy of single-character segmentation
on the synthetic document test set for the baseline and the final architecture

NN architecture Direct-char Convex-hull

Baseline 97.75% 97.58%
Baseline_weighted 97.83% 97.75%
Final 99.14% 99.17%
Final_weighted 99.53% 99.52%

The second option is that we preserve the same training set, but we
motivate our network to stop ignoring the rare classes. Therefore, we weight
the loss from individual classes w.r.t. their frequency, i.e., the loss from the
less frequent classes introduces a larger penalty than from the frequent ones.
The frequencies of individual characters were obtained from 10 thousand
real internet news documents. Weighted categorical cross-entropy slightly
improves results. However, the obtained results still were not satisfying. We
tested a few modifications to our baseline neural network architecture. In
Table 6, the results of the baseline and our final architecture can be found. The
results while using standard categorical cross-entropy are listed too. We would
like to point out the fact that convex-hull prediction reached only comparable
results despite that in theory, it should significantly improve them. In our
opinion, it is caused by the relative similarity of the characters’ convex hull
and the characters themselves as opposed to the findings in the work [11] with
convex hulls of musical symbols. We are also providing qualitative results (see
Figure 11 and Figure 12) of the final architecture using weighted cross-entropy
loss.

THipes/Ostrava - Findls g e
Vitkovice. Moravskoalezs e @
tFineckd Werk Ardné v po E B

pirek, “

Fig. 11. A result (on the right) of the semantic segmentation for letter e of a synthetic
document (on the left) using the final architecture using weighted cross-entropy loss

The final network architecture and training process reached good
accuracy. Therefore, we want to use it as a pre-processing part for a novel OCR
algorithm for scanned historical documents in our future research. On the
other hand, there are still problems with the segmentation of rare characters
that should be addressed. There is also some noise caused by the appearance of
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Didzka: Vyieifo 4
skupiny potrestmych t.z - £
Vypovidejte o charakteru £ o g
Fig. 12. A result (on the right) of the semantic segmentation for letter e of the real

historical document (on the left) using the final architecture using weighted
cross-entropy loss

scanned documents. In the future, we want to try more complex architectures
together with an extended training set to solve these problems. Moreover, the
parallelization of the training process can increase the batch size and lead to
results of better quality.

7. Conclusion and Future Work. We have presented an algorithm
for generating synthetic images resembling real-world scanned typewritten
documents. The algorithm is highly modifiable in terms of generating different
classes of documents. The algorithm is composed of modules handling smaller
tasks. They can be easily switched and modified, which also enables appearance
tweaks for any given class of documents. The modules include a dynamic
generation of backgrounds using VAE, different standard fonts, and layout
generation. The attributes of the printed text can be easily interchanged. There
is the possibility of location noise addition, blurring of the printed text, or the
whole generated image. We test the properties of the generated documents,
and we observe that through the lens of an existing OCR system, they are very
similar to real-world scanned documents. The generated data can be used to
train, test, and evaluate new or existing OCR algorithms. In this work, we
utilize the algorithm to generate vast amounts of training data for our semantic
segmentation approach of text detection and character classification. We use an
approach called semantic segmentation, which involves a fully-convolutional
neural network.

Two different tests were performed: two-class classification and charac-
ter classification. With the best training settings and final fully-convolutional
encoder-decoder architecture inspired by U-Net, we reached 99.28% recogni-
tion accuracy, 99.52% respectively, for the synthetic data. We also proposed
segmentation of convex hulls instead of direct segmentation of characters,
which, unfortunately, did not provide any legible improvement. We also provide
qualitative results for real data. For our future research, we have several plans.
First, we would like to extend our generator with options to generate new text
features like text underlining or line margins. Second, we plan to use two-class
classification results as a part of a pre-processing pipeline for the standard

SPIIRAS Proceedings. 2019. Vol. 18 No. 6. ISSN 2078-9181 (print) 1399
ISSN 2078-9599 (online) www.proceedings.spiiras.nw.ru



UNPPOBLIE MH®OPMALIMOHHO-TENIEKOMMYHUKALIMOHHBIE TEXHONOI N

OCR algorithm. Third, we will employ more complex architecture in the
character classification task. Last, but not least, we will develop a text decoder
to be able to compare reached results with other OCR algorithms.
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JI. byPELl, W. I'PyBEP, I1. HEAYXAJ, M. I'/IABAY, M. I'Py3
CEI'MEHTAIIUA CEMAHTHYECKOI'O TEKCTA 110
NCKYCCTBEHHOMY N30BPAKEHUIO ITIOJIHOTEKCTOBBIX
JOKYMEHTOB

Bypew JI., I'pyoep U., Heoyxan I1., I'nasau M., I'py3 M. CerMeHTanis1 CEMAHTHYECKOT'0 TEKCTa
110 HCKYCCTBEHHOMY H300pa’kKeHHIO NOTHOTEKCTOBBIX IOKYMEHTOB.

AnHotanus. Ipenmaraercs pa3ze/leHHbI Ha HECKOIBKO MOIYNEH alrOPUTM IS CO3aHUs
N300pakeHNIi MOJIHOTEKCTOBBIX NOKYMEHTOB. DTH M300paXeHHs] MOXKHO HCIIONB30BaTh IS
00yUeHHsI, TECTUPOBAHMSI M OLICHKH MOJEJIel ONTHYECKOro pacro3HaBanusi cumBosios (OITP).
AJITOPUTM SIBJISIETCSI MOAYJIBHBIM, OTJEJIbHbIE YaCTH MOTYT OBITh M3MEHEHBI 1 HACTPOEHBI [JIsI
CO3/IaHU KeJlaeMbIX U300paxkeHuil. OnuchBaeTCs METOM HOTy4YeHUs (POHOBBIX M300paKEHMI
Oymary U3 yxe oludpoBaHHBIX JOKYMEHTOB. [lJIsl 9TOr0 UCTIONb3YeTCs HOBBI, OCHOBAaHHEIH Ha
BAaPHALIMOHHOM aBTOIHKO/IEpE MOAXO/ K 00YUEHHIO FeHepaTUBHOI Mojiesn. DTH (hOHBI O3BOJISAIOT
cpasy ke CreHepHpOBaTh TaKue ke (POHOBbIE N300pakeHHs], KaK Te, Ha KOTOPIX IPOU3BOAMIOCH
oOyueHuHe.

Jlnist nonydyeHust paBaonoA00Horo ek ta crapeHus B MOYJIE eYaT! TEKCTA UCTIONb3YITCS
GoJIbIIINE TEKCTOBbIE OJIOKH, TUIIBI IIPU(TOB ¥ BAPUATHBHOCTH N3MEHEHHSI SIPKOCTH CUMBOJIOB.

IMoaaepkuBaIOTCS HECKOJIBKO TUIOB MaKeTOB cTpaHuLbl. CHCTeMa reHepupyeT HOAPOOHYIO
CTPYKTYPHPOBAHHYIO aHHOTAIIMIO UCKYCCTBEHHOrO M300paxkeHus. [[Is cpaBHEHUS peasbHBIX
n300paKeHMi C UICKYCCTBEHHO CO3JJaHHBIMU HcTIONb3yeTcs nporpamma TeccepakT OITP. TouHocTh
pacro3HaBaHUs NPUOIN3UTENIEHO CXOXa, YTO yKa3blBaeT Ha MPaBUIBHOCTh CTEHEPUPOBAHHBIX
HCKYCCTBEHHBIX M300paxeHuil. bonee Toro, momymenusle cucremoit OITP ommOku B 0doux
Cllydasix oueHb HoXoxH. Ha ocHOBe creHepupoBaHHBIX H300pakeHHi OblIa 00yUeHa apXUTEKTypa
CBEpPTOYHAsI KOZEp-JieKoep HeHpOHHAsl CeThb MOJHOCTBIO ISl CEMaHTUYECKON CerMeHTalln
OTIEeJbHBIX CUMBOJIOB. braromapsi 9Toil apXuTeKType AOCTHIHYTa TOYHOCTh PACHO3HABAHUS
99,28% B TeCTOBOM Ha0Ope CUHTETHUECKUX JOKYMEHTOB.

KiioueBble cjIoBa: reHepalysi MCKYCCTBEHHbBIX M300paKeHHI, CErMEHTALMsi CeMaHTH-
YeCKOro TEeKCTa, BapHallMOHHBIA aBTodHKOAEp, OCR, onTHueckoe pacro3HaBaHUE CHMBOJIOB,
Pacro3HaBaHKe TEKCTa, TeHepalls HCKYCCTBEHHO COCTAPEHHOIO TEKCTa.

Bypem Jlykam — acrmpant, HTUO - HoBble TexHOJIOrUH 151 MHPOPMALIIOHHOTO 00IecTBa
(uccreJOBaTeIbCKHI HEHTP (haKyIbTeTa MPUKIAAHBIX HayK), 3ara HO-YeIICKII yHUBEPCUTET.
O61acTh HayYHBIX HHTEPECOB: MAIIMHHOE 00y4YeHNe, KOMIIBIOTEPHOE 3peHNne, BU3yabHOEe OOHApY-
JKEHUE ¥ ONMCAHKE KJII0YEBbIX TOUEeK. YMCII0 HayuHbIX myOymkarmii — 1. lbures @ntis.zcu.cz; yo1.
Texuuueckas, 8, 306 14, I[Tnp3ens, Yexus; p.1.: +420 377 632 145.

I'py6ep UBan — acrmpant, HTHO - HoBble TexHOMOTHM AJ1s1 HH(OPMALIOHHOTO O0IIeCTBa
(MccnenoBaTesIbCKUiA LIEHTP (haky/bTeTa NPUKJIaIHbIX HayK), 3ana/HO-YelICKUI YHUBEPCUTET.
O061acTh Hay4YHBIX HHTEPECOB: MAIMHHOE 00yUeHHe, PAaCIIO3HABAHUE JIULI, PACTIO3HABAHHE U300-
paxenuil. Yncio HayuHbIX MyOmukaiumii — 14. grubiv@ntis.zcu.cz; yn. Texaudeckas, 8, 306 14,
IIne3ens, Yexus; p.t.: +420 377 632 137.

Henyxaun Ilerp — acnmpant, HTUO - HoBble TexHOMOrUM AJ1s1 MH(OPMALIMOHHOTO 001IeCTBa
(MccnenoBaTesIbCKUiA HEHTP (baKy/IbTeTa NPUKJIAJHbIX HAyK), 3anaJHO-YeLICKUIl YHUBEPCUTET.
O06J1acTh Hay4HBIX MHTEPECOB: MOOWIbHAs POOOTOTEXHHMKA, OJIHOBPEMEHHAs JIOKAIU3alMs 1
KapTHPOBaHMe, HCCIieJOBaHUe poOOTa, KOMIILIOTEPHOE 3peHHe, MalllHHOe oOyueHue. Yucio
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HayuHbIX MyOimkaimii — 7. neduchal @kky.zcu.cz; yn. Texuuueckasi, 8, 306 14, [nb3ens, Yexus;
p-T.: +420 377 632 145.

TnaBauy MupocaaB — acripant, HTUO - HoBble TeXHONOrHM 1151 HKHOPMALIMOHHOTO 001IeCTBA
(uccnenoBaTebCKHi LeHTP (haky/IbTeTa NPUKJIAIHbIX HayK), 3anaJHO-UYeICKUI YHUBEPCUTET.
O06J1acTh Hay4HBIX MHTEPECOB: MAIIMHHOE O0ydYeHHe, KOMIIBIOTEPHOE 3pEeHHe, JIaONOMAHCHUs,
ayAMOBH3YyaJIbHOE pacro3HaBaHue peud. Yuciio Hay4HbIX Myoymkarmii — 1. mhlavac@ntis.zcu.cz;
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